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REGIONAL VITALITY VIA INTERACTION STRUCTURE

Yuki Yasuda

Introduction

There is little doubt that interaction between regions is a function of
their population and the distance between them. In 1946 Zipf presented
the gravity model which stated that the interaction between two places
would be a direct function of the product of their population and an
inverse function of the distance between them.(Zipf, 1946) The
hypothesis of interactance was proposed by Dodd in 1955, which
predicted the number of interactions among people from their basic
dimensions of time, space, population and per capita activity. (Dodd,
1955) Since then geologists, regional scientists and sociclogists have
pointed out the importance of the relative location concept and spatial
interaction making effort to sophisticate the gravity model. Zipf's
Minimum Effort Model (Zipf, 1946), Dodd’s interactance hypothesis
(Dodd, 1955), Stouffer's Intervening Opportunity Hypothesis Model
(Stouffer, 1960} are the major works of this line.

All of the works cited above have been concerned with developing
models which predict the quantity of interaction by spatial structure
and other attributes of regions. Although works based on gravity
models have produced fruitfui results for more than 40 years, the
scheme fails to shed light on the huge regional attributes differential.
By employing regional vitality attributes such as per capita activity and
gross regional products as independent variables, formula of the gravity
models take them as given factors to explain regional interaction, not
as the phenomena to be analyzed and explained.

Considering the present huge differential of regional vitality existing
in Japan, what needs to be explained is not the quantity of interaction
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but the regional attribute itself, especially the vitality differences among
regions. Recent work of Irwin and Kasarda (1991) examines the
structure of the airline network and its effect on employment growth in
American metropolitan areas. The work is of great significance, as it
indicates what underlying the metropolitan division of labor is the
structure of intercity linkages.

In this paper, I will depict the spatial and interaction structures
within Japan, and see their associations with regional vitality. I do this
by comparing the spatial and interaction structures of 47 regions of
Japan and by examining their relations to local vitality. Given the
association between interaction and local vitality, I will examine the
elasticity of interaction to the space, cost and population of regions.

The Hypothesis

From structural sociology's axiom that social structure affects the
behavior, norm and beliefs of actors within the structure, it is possible
to deduce a hypothesis that regional vitality is associated with the
region’s position within the structure. [ speculate that behind the huge
regional vitality differential, there exists an interaction structure which
makes it inevitable. In order to examine the hypothesis, first I detect
two regional structures of interest. One is the spatial structure of
regions which is determined by purely spatial and geographical
distances among regions. The other is the interaction structure of
regions which is determined by the interaction patterns of people of
regions, which I suspect is different from the spatial structure.

People do interact with each other depending on their physical and
social distance. {(Dodd, 1957) (Blau, 1977} Physical distance, however, is
not the only factor which determines the degree of interaction. In
reality, regions themselves possess pull factors such as existence of
convenient transportation systems or public institutes, to atiract people
and promote interaction between their residence and others. As the
gravity- model studies have taken the regional attributes into
consideration, such regional attributes are found to be greatly related to
the degree of interaction. In reality, under present regional differences,
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people do not simply interact only with those who are spatially close.
By interacting with the people of different regions, people develop the
subjective distance between these places. The relative distance is the
concept which explains that people’s subjective distance between
places is not necessarily the same as the spatial distance between
places. What shapes people’s relative distance is the interaction
structure which consists of bonds of interaction among peoples of
different places. Thus the distance among regions within the interaction
structure should be the relative distance. And the interaction structure
should not be the same as the spatial structure.

Second, I examine the relations between spatial structure, interaction
structure and regional vitality. The point is whether or not positions the
regions occupy in spatial and interaction structures are related to their
vitality. 1 suspect those regions which occupy similar positions in
interaction structures show the similar degree of regional vitality, rather
than those which cccupy similar positions in spatial structure.

The reason for this is that since isolation generates no vitalities, as
more people in a region interact with those in other regions, the vitality
of the region is enhanced. The underlying reason is that regional
vitality must be highly dependent upon the efficiency and speed by
which information and impulses are relayed to regions. The most basic
social interaction is a dyad and in the present society telephone is the
most common means for a physically distant dyad to interact. What
intervenes the information flow, in the present days of technology,
should no longer be space. Therefore which position a region occupies
in the interaction structure should be more strongly associated with the
degree of regional vitality than that in the spatial structure. What
matters is not where a region is spatially located but how and with

whom the region interact.

Data and Variables

The unit of analysis is the region, of which there are 47 administra-
tive districts covering all parts of Japan. The degree of interaction
among regions is measured by the number of telephone calls made and
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received in each of the 47 regions in Japan. Prior to 1989, data on
telephoning among regions were generally unavailable, but the data of
“Inter-District Telephone Call Data” are published by Nippon Telephone
and Telegram Co.(NTT, 1991} which has more than 98 percent share
of the domestic telephone market. The data contain the numbers and
length of telephone calls made and received within and acress the 47
districts for the year of 1989. In this analysis, only the number of calls
are considered. The distance between districts are shown by a linear
distance in kilometers between regions. As parameter of regional
vitality, the gross regional products for the year of 1988 is introduced.

In order to grasp the structural characteristics of regions, five
network parameters are used. They are structural equivalencel,
cenirality 2, aggregate centrality 3, concentration of strong ties in
distant networks 4 and network density 5.

1  Here structural equivalence is the Euclidean distance measuring the
dissimilarity between i's relations and j's relations in each network with
other regions. It is calculated as Dij=[Zq(Ziq—Zjq)+ Za{Zqj—Zqi)]*?,
where summation is across all regions 1 within network. When i and j
have identical relations with others, the distance between them is zero.
It increases to large postitive values as i and j have increasingly
different relations with others. For the details of measurements of
network parameters, see {Burt, 1982). All the computation was done by
the general network analysis program STRUCTURE version 4.1.

2  Centrality measures the proportion of the observed relations that
involve region j, which is Cj=(Zi[Zij4 Zjil/(ZiZjZij), i#].

3 Aggregate centrality is the left hand eigenvector extracted from
the matrix of relations aggregated across networks, which calculated as
ACj=(1/g)}(£iZijCi), where g is a constant for all regions j. It increases
as the region is the object of strong relations from central region (Ci).
4  Concentration of strong ties in distant networks is a measure which
varies from 0 to 1 as the extent to which the information that region i
could provide to region j is likely to be redundant with the information
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available from the other 46 regions in region j's network. It is expressed
as ZZji[Z(pjqZaqi)].

5 The higher the .density of relations among other regions in a
region’s network, the lower the diversity of other regions and so are
the range of the region's relations.

Dj=ZZji[l — Z(PjaZqi)}/[ZZji].

Structural equivalence distinguishes the positions of actors within a
structure and aggregates actors into those who occupy similar positions
in the structure. Centrality is an index of the extent to which a region
occupies a central position in the structure, while aggregated centrality
measures the centrality of regions considering the relations to a central
region weigh more than relations to peripheral regions. Network density
as well as concentration of strong ties in a distant network measure
the degree of redundant relationships and diversity of ego's network.

Analysis
(1} Interaction, Spatial Distance and Regional Vitality

For the year 1989, the total numbers of calls made in all of Japan
through NTT was about 7.18 billion. The region which made calls most
frequently was Tokyo whose total number of calls made for the year
was about 1.14 billion. The region which contributed the least to the
phone company was Tottori, of which number of calls made was about
30 million. Tokyo and Tottori show 38 to 1 ratio of telephoning
activity. The fluctuation coefficient (standard deviation divided by the
mean) for interaction is 8.85.

The mean spatial distance between regions is about 544 kilometers,
and the fluctuation coefficient for distance is 0.84. The average
population of a region is 2.623 million, and the fluctuation coefficient is
0.917. The mean gross regional products of regions for 1988 was 7.87
trillion yen, and the fluctuation coefficient is 1.43. Tokyo had the
highest gross regional products, and Tottori had the lowest. They were
69 trillion and 1.5 trillion yen respectively. Among these parameters,
interaction reveals the remarkably large fluctuation coefficient.
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(2} Interaction Structure and Spatia] Structure

First, I show the mismatch between interaction structure and spatial
structure. Converting interaction data and spatial distance data into two
47 by 47 matrixes X and Z in which Xij represents the number of
telephone calls made from region i to region j, and Zij represents the
distance between region i and region j. The calculated correlation
between matrixes X and Z was -0.32. Although the direction of sign is
as expected by the gravity model, it was not significant. It suggests
that the spatial structure and interaction structure of regions are not
the same. It also indicates that the relation between spatial distance
and interaction distance is not simply inverse.

The second task is to aggregate regions into those occupying similar
positions in each structure. Aggregation of regions are conventtonally
done by geographical proximity, but here I would perform cluster
analysis to aggregate regions info groups using structural equivalence.
Table 1 presents the groups of structurally equivalent regions in spatial
structure, while Table 2 shows the groups of structurally equivalent

regions in the interaction structure.

Table 1 Structurally Equivalent Regions within the Spatial Structure

Groups Regions
I Okinawa, Hokkaido
2 Iwate, Fukushima
3 Aomori, Akita, Yamagata, Miyagi, Ibaragi
4 Tokyo, Gunmma, Kanagawa, Saitama, Chiba, Niigata, Tochigi
5 Yamanashi, Toyama, Nagano, Shizuoka, Fukui, Gifu,

Aichi, Ishikawa, Hyogo

6 Mie, Shiga, Osaka, Kyoto, Nara, Wakayama, Tottori
Ehime, Okayama, Tokushima, Kagawa, Yamaguchi,
Hiroshima, Kouchi, Shimane

7 Fukuoka, Saga, Nagasaki, Oita, Kumamoto,
Miyazaki, Kagoshima
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Table 2 Structurally Equivalent Regions within the Interaction

Structure
Groups Regions
1 Tokyo
2 Osaka
3 Aichi, Gifu
4 Kanagawa, Saitama, Chiba, Shizuoka, Hyogo,
Fukuoka, Hokkaido
5 Kyoto, Ibaragi, Niigata, Mivagi, Okayama,
Fukushima, Nagano
6 Hiroshima, Gunmma, Kumamoto, Kagoshima
7 Tochigi, Mie, Ehime, Yamaguchi, Nagasaki
8 QOkinawa, QOita, Aomori, Ishikawa
9 Miyazaki, Wakayama, Toyama, Nara, Yamanashi
Kagawa, Kouchi, Fukui, Shiga, Tokushima,
Tottori, Shimane, Saga
10 Akita, Iwate, Yamagata

In the spatial structure, Japan consists of 7 clusters of structurally
equivalent regions, while in the interaction structure Japan is composed
of 10 clusters. Clusters generated from spatial structure include regions
which are only similar to each other in terms of physical position. In
the spatial structure, regions located in the northern and southern ends
of Japan are aggregated into group 1, and regions which are located
similar distances relatively to other regions are aggregated into groups 2
to 7.

Clusters generated from interaction structure, however, contain
regions of not only similar interaction patterns but of similar degree of
local vitality. Tokye and Osaka occupy distinctively unique positions 1
and 2, and Aichi and Gifu together occupy position 3. It indicates that
four regions form three uniquely independent interaction networks
around themselves. Tokyo and Osaka surely hold the two highest gross
regional products, and Aichi scores the third. Each of groups 4 to 7
consists of industrialized regions of medium local vitality, while groups
8, 9 and 10 are composed of less developed regions with low local
vitality.
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Notice that in Table 2, each group is not composed of regions which
are spatially proximate, but composed of regions that are similarly
industrialized. Of course, groups 4 to 10 contain spatially adjacent
regions. It is only group 10 which consists of sclely spatially adjacent
regions. Thus the spatial and interaction structures are two independ-
ent structures within which the 47 regions are connected to each other
in two distinctive ways.

Third, in terms of centrality, regions also reveal differences in the
spatial structure and in the interaction structure. Table 3 shows the
five most central regions, and the five most central regions in terms of
aggregate centrality in interaction structure.

Table 3 Centrality of Regions in the Interaction

Structure
Centrality Aggregate Centrality
Tokyo 0.443 Tokyo 1.000
Osaka 0.186 Kanagawa 0.7
Kanagawa - 0.166 Saitama 0.562
Saitama 0.135 Chiba 0.459
Chiba 0.108 Osaka 0.177

Although the order of two measures of centrality are slightly
different, Tokyo, Osaka, Kanagawa, Chiba and Saitama are the most
central regions in interaction structure. Those regions are located
relatively far away from the regions which occupy the central part of
Japan, which are Aichi, Fukui and Gifu. Thus we found null relations
between spatially central regions and central regions of interaction. So
far [ have presented the differences between the spatial structure and
interaction structure of the 47 regions in Japan, using network
parameters. The next task is to examine which structure is related
more to the regional vitality.

(3) Two Structures and Regional Vitality
Table 4 presents the correlations among the variables of network
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parameters of regions and regional vitality in the spatial structure, while
Table 5 shows those in the interaction structure.

Table 4 Correlation Matrix of Network Parameters of Spatial Structure
and Local Vitality

Network Concentration  Gross Regional
Density of Strong Ties Products

Concentration of -.573%* 1.000

Strong Ties

Gross Regional 375 -002 1.000

Products

Populatien 077 -497 907+
* p<ld
¥ p<0l

Table 5 Correlation Matrix of Network Parameters of Interaction
Structure and Local Vitality

Network Concentration  Gross Regional

Density of Strong Ties Products

Concentration of -.583*+ 1.000

Strong Ties

Gross Regional - 804** B10** 1.000

Products

Population —.735%* AT8** 907+
¥ p<ll
**  p<01

The most striking feature of the tables is that there are no
significant associations observed between network parameters and
regional vitality within the spatial structure but that there are strong
significant relations between them in interaction structure. Within the
interaction structure, both concentration of strong ties in distant
networks and network density are significantly correlated with regional
vitality. Network density shows strongly negative association with gross
regional products. Concentration of strong ties in distant network



100

correlates positively with the gross regional products. The results are
consistent with the hypothesis proposed that interaction structure
should be more directly related to the regional vitality than spatial
structure should. Then the next task is to look into the effect of these

parameters and regional vitality.

(1) Concentration of Strong Ties in Distant Networks, Network Density
and Regional Vitality

Employing gross regional products as a dependent variable,
concentration of strong ties in distant networks and network density as
independent variables and controlling for the population, regression
(ordinary least square) was performed and the results are presented in
the Table 6.

Table 6 Effects of Interaction Structure of Regions on Their Vitality

Equation Equation Equation Equation
1 2 3 4

Concentration  gy01 /40 4%+ 10600293.9%*
of Strong ties

Network Density -10056189.1*%* -31556450.9%**-13887345.3* -37386361.5%**

Population 31.3%** 32.1%*
Constant T04397.5%* 2121523.4***  988448.4* 2754583.9%**
R square 0.880 0.676 0.863 0.646
¥ p<l
** p<05
¥ p 01

One-tailed test

The endogenous variable for all equations is the gross regional
products, and its unit is 1 trillion yen. The coefficients for network
density were significantly negative for all equations 1 to 4. The
coefficients for concentration of strong ties in distant networks were
positively significant in equations 1 and 2. R squares were generally
fairly high. For equations 1 and 3, which control for the population, R
squares are 0.880 and 0.863 respectively. They are quite sirnilar and so
are the R squares for equations 2 and 4, that 0.676 and 0.646
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respectively. Thus even without the variable of concentration of strong
ties in distant networks more than 60 percent of the variance of GRP

can be explained by the variable, network density.

(5) Distance and Cost Elasticity of Interaction

Given that interaction structure is strongly associated with regional
vitality, I should speculate the elasticity of interaction to various
factors. Major factors which affect the interaction structures are the
population, distance, cost and existing regional attribute.

According to the gravity model, the interaction between two regions
are positively related to their population and negatively related to the
distance between them. A simple gravity model with no weight of
regional attribute could be expressed as follows;

lij=aPiPi/Dij*
where Iij is the amount of interaction between regions i and j, Pi and
Pj are the population of region i and j, and Dij represents the distance
between them. Following form - expresses the gravity model with
weight, taking the regional attribute as factors influencing the degree
of interaction.

Lj=a(PiWi}PjWj)/Dij*
Wi and W) represent regions’ attribute. In order to estimate and
compare the magnitude of the distance, cost and population elasticity
of interaction, log-linear regression of following form was performed.

Lo(lij)=blLn{Dij)+ b2Ln(Pi)+b3Ln(Pj)-+ b4Ln{Wi)+b5Ln(Wj}+a
Dij, as the factor to intervene interaction, is measured in terms of
spatial distance and cost. Regional attribute, as a factor to promote
interaction, is the gross regional product. Thus the coefficient bl is
expected to be negative, and coefficients b2, b3, b4 and b5 are to be
positive. The results are reported in Table 7.

Although the terms population i and j show inconsistent signs and
significance, all other terms are significant and their signs are expected
direction. 1 speculate the reason for this in consistency of signs and
magnitude of population terms as the problem of multicollinearity of
population and gross regional products. Terms of gross regional
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products are stable in their signs as well as magnitude. The intervening
factors show significant effects in interaction. In Table 7, equation 1
shows distant elasticity of —1.30, which means that by decreasing 1
percent of spatial distance between regions, interaction is expected to
increase by 1.3 percent. Equation 2 shows price elasticity of -2.97
indicating that decreasing 1 percent of cost would increase the
interaction by 2.97 percent. Taking both spatial distance and cost into
consideration, equation 3 in Table 7 states distance elasticity and cost
elasticity are -0.45 and -1.15 respectively. All three equations are
significant and their R squares are reasonably high.

Table 7 Effects of Interaction Structure of Regions on Their Vitality

Equation Equation Equation
1 2 3
Constant -5.768439*** -14.765923*** ~-6.747040%**
Distance -1.300359*** - 453765%**
Cost —2.965921 *** -1.151134***
Population i 064305 .224889%* .08268
Population j -.208756*** -.62397* -.205109***
Gross Regional 1.302011*** 1.090653*** 1.275843%**
Products i
Gross Regional 1.333538*** 1.092510%** 1.315602%**
Products j
R square .859 .791 861
F probability .000 2000 000
* p<ild
¥ p<l5
¥ p<.0l
One-tailed test
Discussion

It was found that there are clear differences between spatial and
interaction structures and that there is also a strong association
between regions’ interaction patterns and their vitality. Given the
regional vitality differences and their relations to interaction structure,
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it is reasonable to expect that change in interaction structure should
foster change in regional vitality. Thus the distance, population and
cost elasticity of interaction are examined and their magnitude are
compared. As high mobility of people from central regions to other
regions is hardly expected, cost seems to be the most suitable means
to foster the change in interaction structure among regions. The cost
elasticity of interaction is found to be -297, and it suggests the
possibility of modifying the regional vitality differences among regions

via changing interaction structure.
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